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Abstract 

     Sand production is a worldwide issue for all oil 

and gas wells are producing from sandstone 

reservoirs. Along past century many of authors and 

companies worked on putting suitable solutions for 

this situation that causing many problems as 

decreasing of fluid production reach to well 

shutdown. In present paper many published 

manuscripts that dealt with employment artificial 

intelligent approaches in predicting the onset of sand 

production are reviewed.  The reviewed artificial 

intelligent approached are developed to perform one 

main target: the sand onset production prediction. 

This main target is detected by employment different 

ways such as artificial neural networks, generalized 

regression neural network, feedforward neural 

network, genetic algorithm, particle swarm 

optimization and support vector machine. Many 

influencing parameters on sand production initiation 

are used as inputs for these models likewise: total 

vertical depth, transit time, gas and water flowrates, 

formation cohesive strength, bottom-hole shut-in and 

flowing pressures, drawdown, critical drawdown 

pressure, effective overburden vertical stress, 

interval length, perforation density, and sand free 

production duration in years. The models results 

were in many terms including predicted critical 

drawdown pressure for sanding onset, or for making 

sand production probability in term of numbers 

(minus one, zero or positive one). The main 

conclusion from this review, the  accurate artificial 

intelligent approach for sand onset production need 

to accurate and large data set as well as the results 

accuracy proportional to progress and development 

in artificial intelligent tools.
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1. Introduction 

     Sand production is the flow of sand particles with produced fluids under specific conditions [1], Sand 

production begins with the loss of rock cohesiveness around wellbores and perforations, followed by the 

movement of failed rock particles through fluid production, and transit of these bits into wellbore, wellhead, and 

surface facilities with produced fluids [2, 3]. Around 60% of middle east oil and gas wells produced from sandstone 

reservoirs [4] but this percentage raises to 70% if counting all worldwide fields [5, 6, 7, 8, 9].  
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     Based on fields observations sand production classified to three types: (a) Transient sand production: due to 

acidizing, clean up after perforation and water breakthrough, it declines with time under same production 

conditions, (b) Continues sand production: sand accumulate inside the wellbore and increases the hold-up depth. 

Depending on the sand concentration and the lifting capacity of the fluid flow, the producing interval may 

eventually be blocked. Sometimes, it is continuing in acceptable amounts depend upon operational limitations 

regarding erosion, capacity of separators, sand depositions, artificial lift, well location and etc., and (c) 

Catastrophic high rate of sand influx according to sudden shut in/open well, its classified into two failure scenarios 

once as sand slug that creating bridge of sand in tubing or chokes according to shut in operation and other massive 

sand influx that filling bottom of well [4, 10].  

     The completion engineer must be aware of the conditions under which sand may produce before implementing 

any method for controlling its production [11], therefore the decision to perform or does not any one of sand 

controlling methods need to predict onset of sand production [12]. 

     Optimum sand management need to complete comprehension about causing factors of sand problem so can be 

developing different validated methods and tools for predicting sand onset production and controlling [13]. Where 

sand production onset is according to produce from weak formation, increasing of water cut from brittle to 

moderate unconsolidated reservoirs, consolidated hard formation pressure depletion, high lateral abnormally 

tectonic forces of nearly strong reservoirs, sudden open shut in to flow or high producing rate [14. 15], not 

appropriate shot density, high permeability, perforation cavity and geometry, high fluid viscosity [16], in situ 

stresses values and variations, changing of fluids saturations, strength factors represented by (materials strength, 

internal fraction of particles, sanding arch and capillary forces), likewise some of operational parameters as 

drilling/completion strategies [17], difference of temperature between wellbore and formation, and coefficient of 

thermal elastic also have an effect on increasing or decreasing sand production [18]. 

     Sand production prediction studies begun as a study of sand arching stability in laboratory famous Tap-Door 

experiment introduced by Terzaghi [19, 20], but before that [21] mentioned to sand production as one of problems 

connected to produce from unconsolidated formations. With the development that has occurred in the oil and gas 

industry, many scientific methods have been presented to predict sand production, and the latest advanced method 

is the use of artificial intelligence. 

     The objective of present paper is reviewing numbers of artificial intelligent approaches that adopted for sand 

production prediction by using different data sets and types for many oil fields in the world. 

2. Theory 

     Over the last few decades, a great deal of time and effort has been spent by many authors in identifying and 

developing models for predicting sand production as a function of rock formation stress, reservoir pressure, 

production rate, formation and drop characteristics, fluid type and properties, and other influencing factors. These 

models support well completion design optimization as well as field operations including production control and 

sand management [22]. The application of artificial intelligent (AI) in prediction of sand production started at the 

end of the last century [23]. The AI used in the reviewed literature will be defined and discussed in the next 

sections, followed by a description of how to use them and what data was used in the next main parts. 

2.1. Artificial Neural Network  

     An artificial neural network (ANN) processes an information system with unique performance 

characteristics, and its function is analogous to biological neural networks [24], ANN categorized due to 

connection among nods, how to determine connections weight (training and learning algorithm) and activation 

function [25]. Mohaghegh in 2000 [26] mentioned to first research on ANN that introduced by McCulloch and 

Pitts in 1943 [27] for discussing various applications of the calculus. Consequently, Rosenblatt in 1958 invented 

the perceptron to develop a weight vector that separates the classes so more than layer structure had been structured 

to overcomes of simple perceptron limitations [28].  A new ANN called Adeline developed by [29]. As shown 

previously, the application of ANN in oil and gas industry approximately begun at last decade of twentieth century 
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as in exploration [30, 31], drilling [32], production [33] and reservoirs [34, 35]. Alkinani et al. in 2019 on their 

review paper cited many of literatures on history of ANN and its application in oil and gas industry and set forth 

[36], a summary flowchart of successfully steps on how to apply ANN in petroleum and gas industry as clearing 

in the following Fig.1: 

  

 

 

 

 

Figure 1: Flowchart of successfully applying of ANNs in petroleum and gas industry steps. 

     Many ANN types reviewed and will explain in next for prediction sand production must exhibit: 

2.1.1. Generalized Regression Neural Network 

     A generalized regression neural network (GRNN) was introduced to deal with the challenge of developing a 

unique equation for statistical scattering plots from simple regression analysis. The GRNN's results are realized 

based on the probability density of the data function rather than a guess function [37]. It is consisting from four 

layers input layer, pattern layer, half nods of input layer as summation layer and output layer [38]. The GRNN is 

used for the estimation of continuous variables, as in standard regression techniques and Fig.2 show example of 

GRNN structure [39]: 

 

Figure 2: GRNN structure example [39]. 

2.1.2. Feedforward Neural Network 

     A feedforward neural network (FNN) is a simple type of artificial neural network wherein information goes 

away in one direction toward hidden layers and exist from output layer without any cyclic loop [40]. There are 

two types of FNN: Single-layer perceptron that is consisting from input and output layers, and multi layers with 

input, hidden and output layers [41]. Backpropagation is a generalized of least mean square algorithm for 

minimizing mean square errors that is describing as supervised learning algorithm applying on nonlinear multi 

layers feedforward nod's structure [23]. Back propagation is directing results in two ways, a feedforward as showed 

above and a backward phase in which modifications to the connection strengths are made based on the differences 

between the computed and feedforward outputs [42]. Fig.3 illustrates example of feedforward backpropagation 

(FFBP) neural network [43].   
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Figure 3: FFBP neural network structure example [43]. 

2.2. Genetic Algorithm 

     A genetic algorithm (GA): is a stochastic method for solving and optimization of constrained and free problems 

based on randomly populations of Gaussian random distribution. The multiple solution of GA is inspired by 

represent chromosomes of individuals. Each chromosome has a set of variables, which simulates the genes. 

Selection initially based on roulette wheel that one from other selection methods as boltzmann, tournament, rank, 

steady state, truncation, local, fuzzy, fitness uniform, proportional, linear rank and Steady-state reproduction, so 

work flow chart of GA stating in Fig.4 [44]: 

 

 

Figure 4: GA flow chart. 

2.3. Particle Swarm Optimization 

     Particle swarm optimization (PSO) algorithm introduced by [45] as a method based on population search for 

continuous nonlinear function optimization. Each population called swarm with number of particles that may have 

solution of problem and move in special velocity with ability to adjust its position with respect to other particles 

and flaying experience until have best position (personal best) that will use in solution, Fig.5 is showing PSO 

example [46]. 

 

Figure 5: Schematic of PSO structure example [46]. 
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2.4. Support Vector Machine 

     Support vector machine (SVM) is a non-probabilistic binary linear classifier utilizing regression analysis. It is 

supervised learning algorithm for pattern recognizing and data analysis has been studied extensively for both 

classification and regression analysis [47]. Least square support vector machine (LSSVM) introduced by Suykens 

et al. in 1999 as a modification for SVM to increase speed based on solution obtained by solving a linear set of 

equations, instead of solving a quadratic programming problem involved by standard SVM [48]. 

3. Application of Artificial Intelligent Approaches in Sand Production Prediction 

     Many authors are utilized the above explained AI methods for sand production prediction such as Ketmalee 

and Bandyopadhyay in 2018. The first artificial neural networks (ANNs) were constructed for sand onset prediction 

in 1999 by Kanj and Abousleiman, they used two kinds of ANNs: FFBP and GRNN topologies. The data are used 

for predicting sand initiation related to twenty-three sand problematic wells and eight sand free gas wells of the 

Northern Adriatic Basin. The considered influencing factors in ANNs construction of the problematic wells 

included: total vertical depth, transit time, gas and water flowrates, formation cohesive strength, bottom-hole shut-

in and flowing pressures, drawdown, critical drawdown pressure, effective overburden vertical stress, interval 

length, perforation density, and sand free production duration in years, same factors of problematic twenty three 

wells considered in sand free wells except of replacing the critical total drawdown by the total drawdown of the 

well, and well's sand free production period is replaced by its life span in years. Before constructing two ANNs 

some efforts had been done as: (1) Rocks formation strength estimation based on well logs data, (2) Analog 

between underestimating and overestimating sand problem wells, (3) Correlating sand problem in term of gas flow 

rate plot with depth that showed very erratic and no apparent systematic distribution, (4) Analyzing of gas flow 

rate per perforation with depth that led to same conclusions of prior step, (5) Interpretation of relations of plot 

drawdown, gas flow rate and total drawdown with depth that showed no direct relation of drawdown with sand 

particles flow and no real effect of water cut on sanding initiation, despite of past literatures concluded contrast 

that, (6) Also, three zones of sand as danger, risk and free showed by plot of total pressure drawdown versus depth 

and likewise strength of rocks correlated with critical drawdown pressure [23]. 

     Results appeared one from four possibilities: (1) Boolean classifier sand onset prediction as 0 indicate to no 

sand production problem, (2) 1 to sand production problem existing, (3) problematic-year that showed the probable 

life of well without sand production, and (4) sanding potential for accounting time periods of sand production 

problem, total and critical drawdown pressure determinations. Using of two ANNs for purpose of accounting effect 

of network structure and testing patterns. 

     The importance of unconfined compressive strength (UCS) for predicting real time sanding potential and 

critical drawdown pressure (CDDP) calculations emphasized in 2013 by Dong, et al [49]. This confirmation led 

to build ANN by Oluyemi et al. in 2010 in term of supervised FFPB learning algorithms by using C++ code with 

reporting mechanical property as rock compressibility, failure inducing property as stress path, 

petrophysical/textural property as porosity, median grain size and sorting. All reported data derived from logging 

while drilling and measurement while drilling divided into three parts for objectives of training, cross validation 

and testing of the ANN [50]. Date is transformed to close normal distribution because of existing some of outliers 

and nonlinearity where this process will be making ANN better and faster [50, 51]. Sensitivity analysis to many 

affecting parameters on ANN performance had been done where performance increased with least error as 

increasing of learning rate to 0.75, and numbers of neurons in hidden layers and decreasing of hidden layers. As a 

final result, predicted UCS validated with measured so depths of sand problem onset were determined. 

     The comparison study for calculating of CDDP by two shear failures, tensile failure and ANN models is 

accomplished in 2011 by Azad et al. Main topic to explain is utilizing ANN method in this study. Selected data 

were from three oil fields located in south of Iran, its production from three reservoirs Asmari, Ilam, and Sarvak 

that each one divided to five, three and seven subdivision zones respectively. Important influencing factors of sand 

production prediction divided into: (1) Formation and strength properties, (2) Reservoir and production properties 

as well as (3) Completion character. When first two factors took in consideration in ANN while the last is neglected 

so, ANN model with one hidden layer is constructed by adopting following data to input layer: reservoir parameters 
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as critical drawdown pressure and reservoir pressure, formation factors as UCS, overburden and horizontal 

stresses, critical depths, and transit time. Input influencing parameters sources as UCS is calculated from 

corresponding empirical correlation and core samples, other data derived from compressional and shear sonic logs 

data with considering perforation depth and high porosity zones as a sources of sand production initiation. A thirty-

eight data set divided to twenty-four set for training, seven for validation and seven for testing. Training sets had 

coefficient factor equal to 0.73 used for FFBP to achieve testing set that had coefficient factor of 0.77. results of 

comparison among four sources of CDDP demonstrated ANN gave best results and that expected because ANN 

can be overcoming on high data complexity and putting appropriate solutions in comparison with other three 

methods that need to accurate measurements and determination of rocks mechanics parameters, but one condition 

is determine the accuracy of ANN method is an availability of accurate data of input layer [52].  

     The same data that collected from twenty-three wells from North Adriatic Sea field and studied by Kanj and 

Abousleiman in 1999 [23] reused by Khamehchi et al. in 2014 where multiple linear regression (MLR), genetic 

algorithm evolved MLR (GA-MLR), FFBP, and PSO are constructed to determine the causes parameters of sand 

production. FFBP three layered ANN with same variables used in ANNs of Kanj and Abousleiman in 1999 [23] is 

built as a third method for predicting CDDP with sequence of reading of specific input and detecting belong to 

outputs: (1) accounting if error present between output results and measured is acceptable so stop and if no, (2) 

FFBP will be used to improve ANN weights of interconnection nodes. Likewise, PSO used for optimizing 

continuously non-linear functions of last FFBP. Results of both two methods referred to enhancing performance 

of FFBP from coefficient factor equal to 0.987 to PSO with 0.994 in training set while FFBP coefficient factor 

equal to 0.979 to PSO of 0.995 in testing set so performance observed of PSO is better than FFBP in the training, 

testing and all phases. As a summery simple linear regression showed a meaningful relation between CDDP and 

mentioned variables in Kanj and Abousleiman study, MLR gave a clear equation for CDDP calculation and GA 

showed ability to improve MLR as wells as FFBP constructed a complex relation among CDDP as output nodes 

and used in literatures variables, PSO had been enhanced FFBP performance [46]. 

     The different artificial intelligent approaches: SVM and LSSVM methods are used by Gharagheizi et al. in 2016 

[53] for predicting sand production onset for the same data founded in study of Morrica et al. in 1994 [54] that 

utilized in above mentioned studies that cited as [23, 46]. Same influencing factors of past two studies utilized for 

present two methods. Separating hyper-surface in the input space performed to build SVM in two steps nonlinear 

mapping to higher dimensional feature space for input pattern maps and building a separated hyper-plane with 

maximum margin. SVM outputs enhanced by LSSVM. Results appeared as (1) referred to observing sand and (-1) 

was indicating to no sand observation. Classification of quality was evaluated by confusion matrix in term of: FP 

is the number of errors made by prediction referred to sand problem while field observation is free sand and, FN 

is the errors number due to predicting a case being free sand while field observation is problematic of sand. Results 

of sand prediction relating to field observation explained that LSSVM was a powerful tool for sand production 

prediction that gave accurate results helping completion design engineer for making decision for sand controlling 

time and appropriate tools [53]. 

     As discussed for three previous above studies that cited as [23, 46, 53] were used same data for predicting sand 

production onset, each study used different path than others but the target was one with some of differences. All 

three studies used same influencing parameters for constructing ANNs. Kanj and Abousleiman in 1999 used FFBN 

and GRNN for predicting sand onset in term of sand indictors as (1) referred to problematic and (0) free sand and 

simple relation between CCDP and cohesive strength correlated, problematic year determined, sand potential 

concluded as well as CDDP comparison among measured [23], field case study by Azienda Generale Italiana 

Petroli (AGIP [54]. Khamehchi et al. in 2014 utilized four mentioned methods for just calculating CDDP that 

validated with AGIP results [46], while last study of Gharagheizi et al. in 2016 [53] adopted SVM and LSSVM for 

finding probability of sanding existing (1) or free sand (-1). Based on comparisons among these three studies, 

Gharagheizi et al. in 2016 [53] were the best according to high accuracy results that identical in 100% with field 

observations that shows full set data of Morrica et al. in 1994 study [54] with last column of LSSVM results. 

     Olatunji and Micheal in 2017 worked same study of [53] on oil and gas reservoirs in Niger Delta region. 

Hypered algorithm of Nelder-Mead simplex simulated annealing (SSA) is utilized to deal with the demerits and 

shortcomings associated with single implementation of either the simulated annealing procedure or the Nelder-
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Mead algorithm where it is combined between simple form of Nelder-Mead and annealing simulation. Many direct 

and indirect influencing parameters on sand onset entered to system: measured depth, Azimuth, total oil and gas 

rate, thick walled cylinder, shot per foot, pressure at mid perforation, water and gas viscosities, UCS, porosity, 

permeability, residual and connate oil and water saturations oil, perforation thickness, wellbore radius, solution oil 

gas ratio, oil and gas density, and formation volume factor of oil and water. Predicted results were identically of 

the observes field data that proofing hypered algorithm method very accurate way for sand production onset 

prediction [55]. 

     The ANN applied for three wells from Bongkot field by Ketmalee and Bandyopadhyay in 2018 for determining 

absence sonic and density logs where wells A and C had no sonic data and well B had no sonic and density data. 

ANN cleared results better than sonic and density found from equations of synthetic density, synthetic depth and 

synthetic porosity. Measured Gama ray, neutron and resistivity of three wells used with sonic and density of nearby 

wells as nodes of input layers. When sonic and density calculated accurately, sand can be managed and interval 

depths of three wells analyzed with detecting sand problematic depths and free sand depths. ANN method had been 

solved important issues where before used it, analog methods are utilized for data predicting and that did not 

accurate in contrast [56].    

     Sulaimon and Teng in 2019 are employment ANN that performed by MATLAB for making a validation for sand 

production prediction by MPL empirical method and geomechanical modeling (GM). MPL validated by ANN for 

values of shear modulus to rock compressibility ratio for sand onset prediction while GM validation by ANN in 

term of predicted CDDP. ANN structured based on calculated mechanical properties that validated with core 

measurements that used as input layer nodes of system. It built to give outputs appropriate for two mentioned 

methods for validation them results. 70% of data were utilized for training while 15% for validation and last 15% 

for testing. ANN here played as a testing for validity where results of validation showed GM best than MPL method 

for sand production prediction [57]. 

     The comparison between two utilized ANN with FFBP and SVM approaches for sand production prediction of 

Niger Delta as a case for studying had been made by Ngwashi and Ogbe in 2021 on his master thesis and published 

paper [58, 59]. FFBP and SVM are built by entered eleven influencing factors on input layer. Two methods 

validated with calculated and concluded data in study of Udebhulu and Ogbe in 2015 [60]. By using Python library, 

results appeared as (1) referred to free sand and (0) as a sand problem existing. Two algorithms evaluated based 

on (Shin 2020) criteria as classification accuracy represented by: (1) Prediction accuracy to total prediction, (2) 

Confusion matrix that tells us about performance and if prediction corrected or no, (3) Precision of true positive 

to summation of true and false positive where results between zero and one, (4) Recall of true positive to ratio of 

true positives and false negatives, also its results between zero and one, (5) F1–Score as a harmonic mean of both 

precision and recall, (6) Cohen kappa that measured rate's reliability, and (6) Loss function as a mean squared 

error. Sand problem are evaluated based on confusion matrix as explained in above study of Gharagheizi et al in 

2016 [46]. Two methods comparison criteria with different sets of testing sizes showed SVN is better than FFBP 

especially for binary subdivisions with sparse training data sets. The confusion matrix of both two methods is 

referring to well numbers in term of problematic and free sand in both statuses of predicted and actual. 30% testing 

rate of SVM was the best that representing the actual states as five wells problematic on actual and predicting and 

three wells free sand in actual and predicting [58, 59]. 

4. Comparison of Artificial Intelligent Approaches in Sand Production Prediction 

     Table 1. is summarizing and comparing among all AI discussed approaches for sand production prediction and 

according to studies above, AI approaches for sand production prediction can be using to: (1) Find probability of 

sand onset or no, (2) Prediction sand production by determination of CDDP, and (3) AI approaches for comparisons 

and giving a permission for validity of using conventional methods for sand production controlling. 
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Table (1): Summarizing and comparison among (AI) studies for sand production prediction. 

Reference AI Method  Area of Study Main Targets Notes 

Kanj and 

Abousleiman 

1999 

FFBP and 

GRNN 

Thirty-three gas wells 

from the Northern 

Adriatic Basin. 

 Boolean 

Classifier. 

 Problematic-

Year. 

 Sanding 

Potential. 

 Total 

Drawdown. 

 Some conclusions as no 

effect of gas rate and 

pressure drawdown cleared 

initially at first analysis 

before making ANNs. 

Oluyem et al. 

2010 

FFPB code by 

C++ 

Offshore field in 

Niger 

Delta. 

 Sand potential 

determination. 

 UCS is an indication for 

weak zones as well as 

sanding onset. 

Azad et al. 2011 FANN and 

FFBP 

Three oilfields 

located in the 

southeast of Iran are 

producing from 

Asmari, Ilam, and 

Sarvak formations.  

 CDDP 

calculation by 

using from two 

shear failure, 

tensile failure 

and ANN 

models 

comparison. 

 ANN is powerful method 

rather than others if large 

data existing  

Khamehchi et al. 

2014 

MLR, GA, 

FFBP and PSO 

Thirty-three gas wells 

from the Northern 

Adriatic Basin. 

 Determination of 

CDDP by four 

methods. 

 Confirmation of Kanj and 

Abousleiman conclusions 

about no effect of water cut 

on sand onset due to weak 

formation type.  

 PSO was the best method 

and accurate. 

Gharagheizi et 

al. 2016 

Modifying SVM 

results by 

LSSVM 

Thirty-three gas wells 

from the Northern 

Adriatic Basin. 

 Sand onset 

prediction in 

term of 1 and -1. 

 Ability to modify got 

results from SVM by 

LSSVM by accounting 

classification model quality 

as well as validation by 

many statical parameters 

based on confusion matrix 

results. 
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Olatunji and 

Micheal 2017 

Modifying SVM 

results by 

LSSVM 

Niger Delta  Sand onset 

prediction in 

term of 1 and -1. 

 Many of direct and indirect 

influencing factors 

considered because at any 

time minor factors will 

affect at any way to initiate 

sand production. 

Ketmalee and 

Bandyopadhyay 

2018 

ANN Three wells from 

Bongkot field 

 Sonic transient 

time. 

 Rock density.  

 Sanding 

prediction. 

 Accurate determination of 

sonic and density data 

means best sand prediction.  

Sulaimon and 

Teng, 2019 

ANN by 

MATLAB 

Field X, in Sabah, 

Malaysia, and Field 

Y, in Shimokita, 

Japan. 

 Validation of 

MPL and GM 

sand onset 

prediction. 

 Another purpose of ANN as 

permitting validity for 

sanding prediction 

methods. 

Ngwashi and 

Ogbe 2021 and 

Ngwashi et al. 

2021 

ANN with FFBP 

and SVM by 

Python. 

Niger Delta  Comparison 

between ANN 

and SVM. 

 New comparison criteria in 

term of (Shin 2020). 

 Different way for sanding 

indicating by confusion 

matrix. 

 

5. Conclusions 

The application of AI approaches in sand production prediction are very excellent and providing a good result as 

explained in the text, so from the critical review of the sand production prediction by AI approaches, the following 

points had been concluded: 

1. The main parameter that effect on AI approaches results accuracy is the availability large extent of 

information. 

2. Different AI approaches could be using for sand onset problem prediction either by CDDP determination or 

by sand onset possibility significance numbers such as zero one or minus plus one. 

3. Different AI approaches could be utilizing either for comparisons among the provided results with measured 

values to select the best one or for detecting conventional sand production prediction methods validity. 

4. There are many affecting parameters on sanding problem must be taken in consideration in AI model but 

the limitations of using it is the availability.  

References 

[1] Wu, B. Tan, C. P. and Lu, N. 2006. Effect of Water Cut on Sand Production—An Experimental Study. SPE 

Prod & Oper 21 (03): 349–356. SPE-92715-PA. https://doi.org/10.2118/92715-PA. 

[2] Choi, J. W. 2011. Geomechanics of subsurface sand production and gas storage. Doctorate dissertation. School 

of Civil and Environmental Engineering. Georgia Institute of Technology. 

[3] Wu, B. 2015. Sand production prediction Sand. Article published in Csiro Energy.  

https://research.csiro.au/oilandgas/wp-content/uploads/sites/49/2015/10/Sand-production-prediction-2015.pdf.  

https://doi.org/10.2118/92715-PA
https://research.csiro.au/oilandgas/wp-content/uploads/sites/49/2015/10/Sand-production-prediction-2015.pdf


Iraqi Journal of Oil & Gas Research, Vol. 04, No. 2 (2024) 

 

70 

[4] Khamehchi, E. and Reisi, E. 2015 . Sand production prediction using ratio of shear modulus to bulk 

compressibility (case study). Egyptian Journal of Petroleum Vol 24, Issue 2, June 2015, P 113-118. 

https://doi.org/10.1016/j.ejpe.2015.05.002.  

[5] Kessler, N. Wang, Y. and Santarelli F.J. 1993. A Simplified Pseudo 3D Model to Evaluate Sand Production 

Risk in Deviated Cased Holes. Paper presented at the SPE Annual Technical Conference and Exhibition, October 

3–6, 1993. SPE-26541-MS. https://doi.org/10.2118/26541-MS.  

[6] Nouri, A. Vaziri, H. Belhaj, H. et al. 2006. Sand-Production Prediction: A New Set of Criteria for Modeling 

Based on Large-Scale Transient Experiments and Numerical Investigation. SPE J. 11 (02): 227–237. SPE-90273-

PA. https://doi.org/10.2118/90273-PA.  

[7] Osisanya, S. O. 2010. Practical Guidelines for Predicting Sand Production. Paper presented at the Nigeria 

Annual International Conference and Exhibition, July 31–August 7, 2010. SPE-136980-MS. 

https://doi.org/10.2118/136980-MS.  

[8] Gholami, R. Aadnoy, B. Rasouli, V. et al. 2016. An analytical model to predict the volume of sand during 

drilling and production. Journal of Rock Mechanics and Geotechnical Engineering. Vol8, Issue 4, August 2016, 

Pages 521-532. https://doi.org/10.1016/j.jrmge.2016.01.002.  

[9] Abbas, A. K. Baker, H. A. Flori, R. E. et al. 2019. Practical Approach for Sand-Production Prediction During 

Production. Paper presented at the 53rd U.S. Rock Mechanics/Geomechanics Symposium, June 23–26, 2019. 

ARMA-2019-0360. 

[10] Veeken, C. A. M. Davies, D. R. Kenter, C. J. et al. 1991. Sand Production Prediction Review: Developing an 

Integrated Approach. Paper presented at the SPE Annual 

[11] Carlson, J. Gurley, D. King, G. et al. 1992. Sand control, why and how? Completion and simulation section 

in Schlumberger company. https://www.slb.com/-/media/files/oilfield-review/p41-53. 

[12] Tronvoll, J. Dusseault, M.B. Sanfilippo, F. et al. 2001. The Tools of Sand Management. Paper presented at 

the SPE Annual Technical Conference and Exhibition, September 30–October 3, 2001. SPE-71673-MS. 

https://doi.org/10.2118/71673-MS. 

[13] McPhee, C.A. and Enzendorfer, C.K. 2004. Sand Management Solutions for High-Rate Gas Wells, Sawan 

Field, Pakistan. Paper presented at the SPE International Symposium and Exhibition on Formation Damage 

Control, February 18–20, 2004. SPE-86535-MS. https://doi.org/10.2118/86535-MS. 

[14] Morita, N. and Boyd P. A. 1991. Typical Sand Production Problems Case Studies and Strategies for Sand 

Control. Paper presented at the SPE Annual Technical Conference and Exhibition, October 6–9, 1991. SPE-22739-

MS. https://doi.org/10.2118/22739-MS. 

[15] Moore, W. R. 1994. Sand Production Prediction. J Pet Technol 46 (11): 955. SPE-29331-PA. 

https://doi.org/10.2118/29331-PA. 

[16] Morita, N. Whitfill, D. L. Fedde, O. P. et al. 1989a. Parametric Study of Sand-Production Prediction: 

Analytical Approach. SPE Prod & Oper 4 (01): 25–33. SPE-16990-PA. https://doi.org/10.2118/16990-PA. 

[17] Ashooria, S. Abdidehb, M. and Hayavic, M. T. 2014. Prediction of critical flow rate for preventing sand 

production using the Mogi-Coulomb failure criterion. Journal of Social Sciences (Lahore),26(5),2029-2032, 2014. 

http://www.sci-int.com/pdf/5590518521%20a--2029-2032-Ashoori-IRAN.pdf. 

[18] Lu, Y. Xue, C. Liu, T. et al. 2021. Predicting the critical drawdown pressure of sanding onset for perforated 

wells in ultra-deep reservoirs with high temperature and high pressure. Energy Sci Eng. 2021; 9:1517–1529.  

https://doi.org/10.1002/ese3.922. 

[19] Terzaghi, K.V. 1936. Stress distribution in dry and in saturated sand above a yielding trap door. First Intl. 

Conf. on Soil Mechanics and Foundation Engineering, Harvard U., Cambridge, MA. 

[20] Terzaghi, K. Peck, R. B. and Mesri, G. 1996. Soil Mechanics in Engineering Practice. 3rd. edition.  A Wiley 

intersceince publication. New York. 

https://doi.org/10.1016/j.ejpe.2015.05.002
https://doi.org/10.2118/26541-MS
https://doi.org/10.2118/90273-PA
https://doi.org/10.2118/136980-MS
https://doi.org/10.1016/j.jrmge.2016.01.002
https://www.slb.com/-/media/files/oilfield-review/p41-53
https://doi.org/10.2118/71673-MS
https://doi.org/10.2118/86535-MS
https://doi.org/10.2118/22739-MS
https://doi.org/10.2118/29331-PA
https://doi.org/10.2118/16990-PA
http://www.sci-int.com/pdf/5590518521%20a--2029-2032-Ashoori-IRAN.pdf
https://doi.org/10.1002/ese3.922


Iraqi Journal of Oil & Gas Research, Vol. 04, No. 2 (2024) 

 

71 

[21] Kobbe, W. M. Louis, S. and Mo. 1917. Problems Connected with the Recovery of Petroleum from 

Unconsolidated Sands. Presented article at New York Meeting, Presented at the SPE NEW York Meeting, New 

York. USA. SPE-917799-G. 

[22] Hall, C. D. Jr, and Harrisberger, W. H. 1970. Stability of Sand Arches: A Key to Sand Control. J Pet Technol 

22 (07): 821–829. SPE-2399-PA. https://doi.org/10.2118/2399-PA. 

[23] Kanj, M. Y. and Abousleiman, Y. 1999. Realistic Sanding Predictions: A Neural Approach. Paper presented 

at the SPE Annual Technical Conference and Exhibition, October 3–6, 1999. SPE-56631-MS. 

https://doi.org/10.2118/56631-MS. 

[24] Geron, A. 2019. Hands-on Machine Learning with Scikit-Learn, Keras, and TensorFlow: Concepts, Tools, 

and Techniques to Build Intelligent Systems. O'Reilly Media. 

[25] Shoaff, M. I. W. Fausett, L. and Schneider, M. 1994. The recognition of imperfect strings generated by fuzzy 

context sensitive grammars. Fuzzy Sets and Systems 62 (1994) 21-29. North-Holland. 

https://doi.org/10.1016/0165-0114(94)90069-8.  

[26] Mohaghegh, S. 2000. Virtual-Intelligence Applications in Petroleum Engineering: Part 1—Artificial Neural 

Networks. J Pet Technol 52 (09): 64–73. SPE-58046-JPT. https://doi.org/10.2118/58046-JPT. 

[27] McCulloch, W. S. and Pitts, W. 1943. A logical calculus of the ideas immanent in nervous activity. Bulletin 

of Mathematical Biophysics 5, 115–133 (1943). https://doi.org/10.1007/BF02478259. 

[28] Rosenblatt, F. 1958. The Perceptron: A Probabilistic Model for Information Storage and Organization in the 

Brain. Psychological Review, vol. 65, no. 6, 1958, pp. 386–408. https://doi.org/10.1037/h0042519. 

[29] Widrow, B. 1962. Generalization and Information Storage in Networks of Adaline ‘Neurons’. in Self-

Organizing Systems, symposium proceedings, M.C. Yovitz, G.T. Jacobi, and G. Goldstein, eds., pp.435–461, 

Spartan Books, Washington, DC. 

[30] Guo, Y. Hansen, R. O. and Harthill, N. 1992. Artificial Intelligence I Neural Networks in Geophysics. Society 

of Exploration Geophysicists. 

[31] Hansen, K. V. 1993. Neural Networks for Primary Reflection Identification. Society of Exploration 

Geophysicists. 

[32] Arehart, R.A. 1990. Drill-Bit Diagnosis with Neural Networks. SPE Comp App 2 (04): 24–28. SPE-19558-

PA. https://doi.org/10.2118/19558-PA. 

[33] Thomas, A. L. and Pointe, L. P. R. 1995. Conductive fracture identification using neural networks. Paper 

presented at the 35th U.S. Symposium on Rock Mechanics (USRMS), June 5–7, 1995. ARMA-95-0627. 

[34] An, P. and Moon, W. M. 1993. Reservoir Characterization Using Feedforward Neural Networks. Society of 

Exploration Geophysicists. 

[35] Yang, H.-S. and Kim, N. S. 1996. Determination of Rock Properties by Accelerated Neural Network. Paper 

presented at the 2nd North American Rock Mechanics Symposium, June 19–21, 1996. ARMA-96-1567. 

[36] Alkinani, H. H. Al-Hameedi, A. T. and Dunn-Norman, S. et al. 2019. Applications of Artificial Neural 

Networks in the Petroleum Industry: A Review. Paper presented at the SPE Middle East Oil and Gas Show and 

Conference, March 18–21, 2019. SPE-195072-MS. https://doi.org/10.2118/195072-MS. 

[37] Specht, D. 1991. A Generalized Regression Neural Network. IEEE Transactions on Neural Networks, v.2, 

no.5, pp.568--576 10.1109/72.97934 

[38] Sadiq, T. and Nashawi, I.S. 2000. Using Neural Networks for Prediction of Formation Fracture Gradient. 

Paper presented at the SPE/CIM International Conference on Horizontal Well Technology, November 6–8, 2000. 

SPE-65463-MS. https://doi.org/10.2118/65463-MS. 

[39] Ustaoglu, B. Cigizoglu, H. K. and Karaca, M. 2008. Forecast of daily mean, maximum and minimum 

temperature time series by three artificial neural network methods. Metrological applications. Science and 

technology of weather and climate. https://doi.org/10.1002/met.83. 

[40] Schmidhuber, J. 2015. Deep learning in neural networks: An overview. Neural Networks. V 61. P 85-117. 

https://doi.org/10.1016/j.neunet.2014.09.003. 

https://doi.org/10.2118/2399-PA
https://doi.org/10.2118/56631-MS
https://doi.org/10.1016/0165-0114(94)90069-8
https://doi.org/10.2118/58046-JPT
https://doi.org/10.1007/BF02478259
https://doi.org/10.1037/h0042519
https://doi.org/10.2118/19558-PA
https://doi.org/10.2118/195072-MS
https://doi.org/10.2118/65463-MS
https://doi.org/10.1002/met.83
https://doi.org/10.1016/j.neunet.2014.09.003


Iraqi Journal of Oil & Gas Research, Vol. 04, No. 2 (2024) 

 

72 

[41] Auer, P. Burgsteiner; H. and Maass, W. 2008. A learning rule for very simple universal approximators 

consisting of a single layer of perceptrons. Neural Networks. 21 (5): 786–795. 

https://doi.org/10.1016/j.neunet.2007.12.036. 

[42] Alp, M. and Cigizoglu, H. K. 2007. Suspended sediment load simulation by two artificial neural network 

methods using hydro meteorological data. Environmental Modelling and Software 22(1):2-13. 

https://doi.org/10.1016/j.envsoft.2005.09.009. 

[43] Ali, J. K. 1994. Neural Networks: A New Tool for the Petroleum Industry? Paper presented at the European 

Petroleum Computer Conference, March 15–17, 1994. SPE-27561-MS. https://doi.org/10.2118/27561-MS. 

[44] Mirjalili, S. 2018. Genetic Algorithm. Evolutionary Algorithms and Neural Networks. Studies in 

Computational Intelligence, vol 780. Springer, Cham. https://doi.org/10.1007/978-3-319-93025-1_4. 

[45] Kennedy, J.  and Eberhart, R. 1995. Particle swarm optimization. In: Proceedings of the IEEE International 

Conference on Neural Networks, Perth, Australia. 10.1109/ICNN.1995.488968. 

[46] Khamehchi, E. Kivi, I. R. and Akbari, M. 2014. A novel approach to sand production prediction using artificial 

intelligence. Journal of Petroleum Science and Engineering. Vol 123, November 2014, P 147-154. 

https://doi.org/10.1016/j.petrol.2014.07.033. 

[47] Amendolia, S. R. Cossu, G. Ganadu, M.L. et al. 2003. A comparative study of K-Nearest Neighbour, Support 

Vector Machine and Multi-Layer Perceptron for Thalassemia screening. Chemometrics and Intelligent Laboratory 

Systems. Vol 69, Iss. 1–2. P. 13-20. https://doi.org/10.1016/S0169-7439(03)00094-7. 

[48] Suykens, J. A. K. Gestel, T. V. Brabanter, J. D. et al. 1999. Least squares support vector machine classi-fiers, 

Neural Process. World Scientific Publishing Co. Pte. Ltd. 

[49] Dong, M. Long, B. and Lun, L. 2013. Application of Logging Data in Predicting Sand Production in Oilfield. 

Electronic Journal of Geotechnical Engineering, v18 Z (2013 12 01): 6173-618. 

[50] Oluyemi, G. F. Oyeneyin, B. M. and Macleod, C. 2010. UCS Neural Network Model for Real Time Sand 

Prediction. International Journal of Engineering Research in Africa Vol. 2 (2010) pp 1-13. 

https://doi.org/10.4028/www.scientific.net/JERA.2.1. 

[51] Master, T. 1993. Practical Neural Network Recipe in C++. Academic Press Inc. San Diego. 

[52] Azad M. Zargar G. Arabjamaloei, R. et al.  2011. A New Approach to Sand Production Onset Prediction 

Using Artificial Neural Networks. Petroleum Science and Technology, 29:19, 1975-1983. 

https://doi.org/10.1080/10916460903551081. 

[53] Gharagheizi, F. Mohammadi, A. H. Arabloo, M. et al. 2016. Prediction of sand production onset in petroleum 

reservoirs using a reliable classification approach. Petroleum. Vol 3, Issue 2, June 2017, Pages 280-285. 

https://doi.org/10.1016/j.petlm.2016.02.001. 

[54] Moricca, G. Ripa, G. Sanfilippo, F. et al. 1994. Basin scale rock mechanics: Field observations of sand 

production. Paper presented at the Rock Mechanics in Petroleum Engineering, August 29–31, 1994. SPE-28066-

MS. https://doi.org/10.2118/28066-MS. 

[55] Olatunji, O. O. and Micheal, O. 2017. Prediction of Sand Production from Oil and Gas Reservoirs in the Niger 

Delta Using Support Vector Machines SVMs: A Binary Classification Approach. Paper presented at the SPE 

Nigeria Annual International Conference and Exhibition, July 31–August 2, 2017. SPE-189118-MS. 

https://doi.org/10.2118/189118-MS. 

[56] Ketmalee, T. and Bandyopadhyay, P. 2018. Application of Neural Network in Formation Failure Model to 

Predict Sand Production. Paper presented at the Offshore Technology Conference Asia, March 20–23, 2018. OTC-

28506-MS. https://doi.org/10.4043/28506-MS. 

[57] Sulaimon, A. A. and Teng, L. L. 2019. Modified approach for identifying weak zones for effective sand 

management. Journal of Petroleum Exploration and Production Technology (2020) 10:537–555. 

https://doi.org/10.1007/s13202-019-00784-5.  

[58] Ngwashi, A. R. and Ogbe, D. O. 2021. Evaluation of Machine Learning Tools for Predicting Sand Production. 

Master thesis. African University of Science and Technology. P.M.B 681, Garki, Abuja F.C.T, Nigeria. 

https://doi.org/10.1016/j.neunet.2007.12.036
https://doi.org/10.1016/j.envsoft.2005.09.009
https://doi.org/10.2118/27561-MS
https://doi.org/10.1007/978-3-319-93025-1_4
https://doi.org/10.1016/j.petrol.2014.07.033
https://doi.org/10.1016/S0169-7439(03)00094-7
https://doi.org/10.4028/www.scientific.net/JERA.2.1
https://doi.org/10.1080/10916460903551081
https://doi.org/10.1016/j.petlm.2016.02.001
https://doi.org/10.2118/28066-MS
https://doi.org/10.2118/189118-MS
https://doi.org/10.4043/28506-MS
https://doi.org/10.1007/s13202-019-00784-5


Iraqi Journal of Oil & Gas Research, Vol. 04, No. 2 (2024) 

 

73 

[59] Ngwashi, A. R. Ogbe, D. O. and Udebhulu, D. O. 2021. Evaluation of Machine-Learning Tools for Predicting 

Sand Production. Paper presented at the SPE Nigeria Annual International Conference and Exhibition, August 2–

4, 2021. SPE-207193-MS. https://doi.org/10.2118/207193-MS. 

[60] Udebhulu, D. O. and Ogbe, D. O. 2015. Mechanistic Models for Predicting Sand Production: A Case Study 

of Niger Delta Wells. Paper presented at the SPE Nigeria Annual International Conference and Exhibition, August 

4–6, 2015. SPE-178279-MS. https://doi.org/10.2118/178279-MS 

. 

 

 

https://doi.org/10.2118/207193-MS
https://doi.org/10.2118/178279-MS

